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CAPACITATS PREVIES

Es considera molt convenient haver aprovat les assignatures de relacionades amb la programacié. Programaci6 en Python.

COMPETENCIES DE LA TITULACIO A LES QUALS CONTRIBUEIX L'ASSIGNATURA

Especifiques:

CE21-ESAUD. Capacitat de construir, explotar i gestionar serveis i aplicacions de telecomunicacions, enteses aquestes com a sistemes
de captacid, tractament analogic i digital, codificacid, transport, representacio, processat, emmagatzematge, reproduccié, gestio i
presentacié de serveis audiovisuals i informacié multimedia. (Modul de tecnologia especifica: So i imatge)

CE25-ESAUD. Capacitat per a crear, codificar, gestionar, difondre i distribuir continguts multimedia, atenent a criteris d'usabilitat i
accessibilitat dels serveis audiovisuals, de difusio i interactius. (Modul de tecnologia especifica: So i imatge)

Transversals:
CT03 N3. Comunicacio6 eficag oral i escrita - Nivell 3. Comunicar-se de manera clara i eficient en presentacions orals i escrites
adaptades al tipus de public i als objectius de la comunicacié utilitzant les estratégies i els mitjans adequats.

METODOLOGIES DOCENTS

- Sessions presencials d'exposicié dels continguts.

- Sessions presencials de treball practic en equip.

- Treball autonom d'estudi i programacio

- Preparaci6 i realitzacié d'activitats avaluables en grup

Les classes de teoria introdueixen tot els coneixements, les tecniques, conceptes i resultats necessaris per assolir un nivell ben
fonamentat. Aquests conceptes es posen en practica en les classes de laboratori, en qué I'estudiant apren a desenvolupar solucions
d'aprenentatge profund a problemes reals de certa complexitat.

En les classes de problemes s'aprofundeix en entendre la teoria mitjangant la resolucié de problemes en grup.

En les classes de laboratori es proporciona codi Python que utilitza una llibreria d’aprenentatge profund que permet resoldre un
problema relacionat amb els continguts presentats a les sessions teoriques..
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OBJECTIUS D'APRENENTATGE DE L'ASSIGNATURA

L'objectiu de I'assignatura és el desenvolupament de xarxes neuronals profundes que permetin resoldre problemes d‘intel-ligencia
artificial. Aquestes eines d’aprenentatge automatic estimen els seus parametres a partir d’'unes dades d’entrenament i un criteri
d’optimitzacié. L'assignatura presenta els tipus de capes més utilitzades en aquestes xarxes, aixi com els algoritmes i metodologies
d’optimitzacié més populars. Els estudiants seran capagos implementar-les en programari, aixi com monitoritzar el seu entrenament i
diagnosticar quines accions poden millorar-ne el funcionament. El curs se centra en aplicacacions de xarxes neuronals profundes
relacionades amb la gestio i distribucié de senyals audiovisuals.

HORES TOTALS DE DEDICACIO DE L'ESTUDIANTAT

Tipus Hores Percentatge
Hores grup gran 45,0 30.00
Hores grup petit 15,0 10.00
Hores aprenentatge autonom 90,0 60.00

Dedicacio total: 150 h

CONTINGUTS

CAPES NEURONALS

Descripcio:

- Perceptroé i perceptré multicapa.
- Capes convolucionals.

- Capes recurrents.

- Capes residuals

- Mecanismes d‘atencid.

Objectius especifics:
Interpretar els mecanismes implementats en les diverses capes que conformen una xarxa neuronal profunda.
Dissenyar xarxes neuronals profundes.

Activitats vinculades:

Laboratoris en PyTorch:

- Regressors lineals i logistics.

- Classificacié d'imatges amb un Perceptrd Multicapa

- Classificacié d'imatges amb Xarxa Neuronal Convolucional.
- Interpretabilitat d'una Xarxa Neuronal Convolucional.

- Generacié de text amb una Xarxa Recurrent Neuronal.

Dedicacio: 54h

Grup gran/Teoria: 21h
Grup petit/Laboratori: 6h
Aprenentatge autonom: 27h
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ENTRENAMENT DE XARXES NEURONALS PROFUNDES

Descripcio:

- Aprenentatge automatic.

- Aprenentatge supervisat vs no-supervisat.
- Retropropagacio.

- Funcions de pérdua.

- Optimitzadors.

- Metodologia.

- Augment de dades.

- Normalitzacié per lots.

Objectius especifics:
Entrenar una xarxa neuronal profunda seleccionant els algoritmes d’optimitzacio i hiper-parametres adequats.
Interpretar les corbes d’entrenament.

Activitats vinculades:
Laboratoris en PyTorch sobre

- Tensors.

- Retropropagacio.

- Reduccié del sobre-entrenament.
- Optimitzadors

- Entrenament entre adversaris.

Dedicacio: 47h

Grup gran/Teoria: 14h
Grup petit/Laboratori: 5h
Aprenentatge autonom: 28h

APLICACIONS A LA GESTIO I DISTRIBUCIO DE SENYALS AUDIOVISUALS

Descripcio:

- Cerca d'imatges.

- Traducci6 de text.

- Etiquetatge de sons.

Objectius especifics:
Identificar quines aplicacions audiovisuals es poden beneficiar les xarxes neuronals profundes.

Activitats vinculades:
Desenvolupament i avaluacié d'una xarxa neuronal profunda amb PyTorch.

Dedicacio: 49h

Grup gran/Teoria: 10h
Grup petit/Laboratori: 4h
Aprenentatge autonom: 35h

Data: 03/01/2026 Pagina: 3/ 4



UNIVERSITAT POLITECNICA
DE CATALUNYA

BARCELOMNATECH

SISTEMA DE QUALIFICACIO

- Primer examen: 35%

- Segon examen: 35%

- Projectes: 15%

- Practiques laboratori: 15%

La reconduccié del primer parcial es fara juntament amb I'examen final. La nota substituira la del primer examen en cas que sigui
superior.

Per aquells estudiants que compleixin els requisits i es presentin a I'examen de re-avaluacid, la qualificacié de I'’examen de re-
avaluacié substituira les notes de tots els actes d’avaluacié que siguin proves escrites presencials (controls, examens parcials i finals) i
es mantindran les qualificacions de practiques, treballs, projectes i presentacions obtingudes durant el curs.

Si la nota final després de la re-avaluacio és inferior a 5.0 substituira la inicial Gnicament en el cas que sigui superior. Si la nota final
després de la re-avaluacid és superior o igual a 5.0, la nota final de I'assignatura sera aprovat 5.0.

BIBLIOGRAFIA

Basica:

- Goodfellow, Ian; Bengio, Yoshua; Courville, Aaron. Deep learning [en linia]. Cambridge, Massachusetts: The MIT Press, [2016]
[Consulta: 21/10/20247]. Disponible a:

https://ebookcentral-proguest-com.recursos.biblioteca.upc.edu/lib/upcatalunya-ebooks/detail.action?
197. ISBN 9780262035613.

Complementaria:

- Torres, Jordi. Python deep learning : introduccién practica con Keras y TensorFlow 2 [en linia]. Barcelona: Marcombo, 2020
[Consulta: 23/04/2025]. Disponible a:
https://research-ebsco-com.recursos.biblioteca.upc.edu/plink/cf3c84fa-a9be-342b-a09b-0940e72ff554. ISBN 9788426728289.

RECURSOS

Altres recursos:
Presentacions i videos de la UPC TelecomBCN:
https://github.com/telecombcn-dl/lectures-all
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