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Prior skills
A background equivalent to one/two degree-level semesters of algebra, analysis and optimization/operations research is advisable, though not mandatory, as the course intends to be self-contained.

Degree competences to which the subject contributes

Specific:
3. CE-2. Ability to master the proper terminology in a field that is necessary to apply statistical or operations research models and methods to solve real problems.
4. CE-3. Ability to formulate, analyze and validate models applicable to practical problems. Ability to select the method and/or statistical or operations research technique more appropriate to apply this model to the situation or problem.
5. CE-5. Ability to formulate and solve real problems of decision-making in different application areas being able to choose the statistical method and the optimization algorithm more suitable in every occasion.
6. CE-6. Ability to use appropriate software to perform the necessary calculations in solving a problem.

Transversal:
1. TEAMWORK: Being able to work in an interdisciplinary team, whether as a member or as a leader, with the aim of contributing to projects pragmatically and responsibly and making commitments in view of the resources that are available.
2. EFFECTIVE USE OF INFORMATION RESOURCES: Managing the acquisition, structuring, analysis and display of data and information in the chosen area of specialisation and critically assessing the results obtained.

Teaching methodology
The course is composed by both theory and laboratory sessions. During the theoretical sessions the fundamental properties of the continuous optimization problems and its solution algorithms will be introduced, with special interest to all the issues related the numerical solution of practical optimization problems arising both in statistics as well as in operations research. During the laboratory sessions the students will have the opportunity to learn how to find the numerical solution to the different kinds of continuous optimization problems studied in the theoretical sessions with the help of languages for mathematical optimization modeling (as AMPL or SAS/OR) as well as numerical/statistic software (as MATLAB or R).
Learning objectives of the subject

* To know the different types of continuous optimization problems and to understand its properties.
* To know the most relevant algorithms for continuous optimization and to understand its local and global convergence properties.
* To known some of the most relevant continuous optimization problems arising both in statistics and operations research and to be able to solve with the most efficient optimization algorithms.
* To be able to formulate and numerically solve real cases instances of continuous optimization problems from statistics and operations research with professional optimization software.

Study load

<table>
<thead>
<tr>
<th>Total learning time: 125h</th>
<th>Hours large group:</th>
<th>30h</th>
<th>24.00%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hours medium group:</td>
<td>0h</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>Hours small group:</td>
<td>15h</td>
<td>12.00%</td>
</tr>
<tr>
<td></td>
<td>Guided activities:</td>
<td>0h</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>Self study:</td>
<td>80h</td>
<td>64.00%</td>
</tr>
</tbody>
</table>
#### Content

<table>
<thead>
<tr>
<th>Computational modelization solution of mathematical optimization problems.</th>
<th>Learning time: 41h 40m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory classes: 10h</td>
<td></td>
</tr>
<tr>
<td>Laboratory classes: 5h</td>
<td></td>
</tr>
<tr>
<td>Self study : 26h 40m</td>
<td></td>
</tr>
</tbody>
</table>

**Description:**

<table>
<thead>
<tr>
<th>Unconstrained optimization</th>
<th>Learning time: 41h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory classes: 10h</td>
<td></td>
</tr>
<tr>
<td>Laboratory classes: 5h</td>
<td></td>
</tr>
<tr>
<td>Self study : 26h</td>
<td></td>
</tr>
</tbody>
</table>

**Description:**

<table>
<thead>
<tr>
<th>Constrained optimization</th>
<th>Learning time: 42h 20m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory classes: 10h</td>
<td></td>
</tr>
<tr>
<td>Laboratory classes: 5h</td>
<td></td>
</tr>
<tr>
<td>Self study : 27h 20m</td>
<td></td>
</tr>
</tbody>
</table>

**Description:**

#### Qualification system

Two laboratory assignments (40% of the total grade) and a final exam covering the totality of the course contents (60% of the total grade). Additionally, there will be two partial exams by the middle/end of the semester. Each partial exam can add up to 0.5 points (over 10) to the final grade of those students having obtained a mark greater or equal to 4 (over 10) in their total grade (lab. assignments and final exam).
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