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CAPACITATS PREVIES

Calcul diferencial de varies variables basic, optimitzacié de funcions de varies variables, calcul vectorial i matricial.
Estadistica basica i probabilitat.
Programacio basica (llenguatge Python)

REQUISITS

No hi ha requisits especifics, pero es suposa coneixeiments suficients en els camps descrits en les capacitats previes.

METODOLOGIES DOCENTS

S'alternaran classes explicatives en que es presentaran els diferents conceptes amb classes practiques en qué es practicaran aquests
conceptes amb ajuda de diferents llibreries de Python. Durant el curs també es proposaran alguns projectes que permetin posar en
practica els coneixements adquirits.

OBJECTIUS D'APRENENTATGE DE L'ASSIGNATURA

* Coneixer qué és la Intel-ligencia Artificial, els seus fonaments com a disciplina cientifico-técnica i la seva historia.

* Adquirir les habilitats associades a la Ciéncia de Dades (programacio, canvi entre formats, neteja i depuracid, analisi estadistic,
visualitzacio, obtencié d'informacié mitjangant consultes,...).

* Coneixer les bases de la Intel-ligencia Artificial clasica (Cerca, cerca informada, heuristica, cerca amb adversari)

* Coneixer els models d'aprenentatge automatic supervisat i no supervisat (arbres de decisio, veins més propers, regressio logistica,
regressio, models bayesians, SVM i xarxes neuronals, clustering,...)

* Aprendre les tasques basiques associades a I'aprenentatge automatic (separar conjunts d'entrenament, validacio i test, seleccionar
les variables adequades, aplicar tecniques de validacio, entendre les metriques més rellevants,...)

* Ser capag de realitzar totes les fases d'un projecte d'Intel-ligéncia Artificial: captura de les dades, seleccid, aplicacio i valoracio del
model.
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HORES TOTALS DE DEDICACIO DE L'ESTUDIANTAT

Tipus Hores Percentatge
Hores grup petit 15,0 12.00
Hores aprenentatge autonom 80,0 64.00
Hores grup gran 30,0 24.00

Dedicacio total: 125 h

CONTINGUTS

Generalitats sobre Python

Descripcio:

* Elements del llenguatge (comentaris, assignacié de variables, funcions propies, tipus basics, llistes, tuples, conjunts,
diccionaris, mutabilitat,...)

* Estructures de control (if, while, for,...)

* Definicié de funcions.

* Llibreries, fitxers, classes.

* Notebooks de Jupiter y Colab.

Objectius especifics:

L'alumne haura de coneixer els elements basics del llenguatge Python per poder manipular dades i aplicar amb soltura les

llibreries d'aprenentatge automatic durant tot el curs.

Activitats vinculades:
Exercicis basics de programacioé i manipulacié de dades

Dedicacié: 9h
Grup petit/Laboratori: 1h
Aprenentatge autonom: 8h

Llibreries estandards: Numpy, Pandas, Matplotlib.pyplot

Descripcio:

* Arrays de Numpy.

* Algebra lineal amb Numpy.

* Estructures de dades amb Pandas (Series i Dataframes)
* Grafics amb matplotlib.pyplot

Objectius especifics:
Coneixer les llibreries estandards de Ciéncia de dades.

Activitats vinculades:
Exercicis amb calcul amb arrays i databases. Exercicis de visualitzacié de dades i calcul de metriques.

Dedicacio: 9h

Grup petit/Laboratori: 1h
Aprenentatge autonom: 8h
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Intel-ligéncia Artificial Classica

Descripcio:

* Cerca no informada i cerca informada.
* Heuristica. Algorisme A*.

* Simulated Annealing.

* Cerca entre adversaris.

* Algorismes Genétics.

Objectius especifics:
* Coneixer els conceptes basics de la Intel-ligencia Artificial classica.
* Plantejar problemes de decisid i optimitzacié com un problema de cerca en un espai d'estats i tenir eines per resoldre'ls.

Activitats vinculades:
Exercicis sobre el tema (teorics i practics)

Dedicacié: 10h
Grup gran/Teoria: 2h
Aprenentatge autonom: 8h

Classificacio. Model KNN

Descripcio:

* Problemes d'aprenentatge automatic (Supervisat, no supervisat, per reforg)

* Classificacio: Entrenament, validacio i test.

* Metriques d'avaluacié (matriu de confusid, exactitud, precissid, sensibilitat, especificitat, F1 score, coeficient kappa, curva ROC)
* La llibreria scikit-learn

* Exemple: KNN (K-veins més propers)

Objectius especifics:

* Conéixer, saber aplicar i comprendre el significat de les métriques de classificacio.

* Aprendre a aplicar un algorisme KNN amb la llibreria scikit-learn. Entendre el significat del parametre K.
* Entendre |'efecte del balanceig i desbalanceig de les dades. Conéixer técniques de augment de dades.

Activitats vinculades:
Exercicis d'aplicacié de models de classificaci6 amb KNN amb dades reals. Calcul i interpretacié de métriques.

Dedicacié: 12h

Grup gran/Teoria: 2h
Grup petit/Laboratori: 2h
Aprenentatge autonom: 8h
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Regressio lineal i no lineal

Descripcio:

* Model de regressio lineal (equacions normals)

* Metriques de regressio

* Implementacié amb Numpy

* Descens del gradient

* Efecte de la normalitzacio

* Implementacié amb Scikit-learn

* Regressio polinomial

* Concepte de sobreajust. Regressiéo amb regularitzacié

Objectius especifics:

* Distinguir entre problemes de classificacio i regressid

* Entendre, saber calcular i interpretar métriques de regressio

* Entendre la idea del descens del gradient, base d'altres algorismes d'aprenentatge automatic
* Saber aplicar models de regressié lineals i no lineals amb numpy i scikit-learn

Activitats vinculades:
Exercicis de regressi6 amb numpy i scikit-learn

Dedicacio: 8h

Grup gran/Teoria: 2h
Grup petit/Laboratori: 2h
Aprenentatge autonom: 4h

Regressio Logistica

Descripcio:

* Problema de classificacié binaria plantejat com una regressid
* La funcio logistica o sigmoidal

* La funcio de cost en regressid logistica

* Algorisme de descens del gradient en regressié logistica

* Metodes d'optimitzacié numerica avangats

* Regressio logistica regularitzada

* Classificacié multiclasse (one vs all i one vs one)

Objectius especifics:
* Apendre a aplicar models de regressié logistica amb scikit-learn.

* Aprendre a transformar un model de classificacié binaria en models de classificacié multiclasse.

Activitats vinculades:
Exercicis de regressio logistica biclasse i multiclasse

Dedicacié: 8h

Grup gran/Teoria: 2h
Grup petit/Laboratori: 2h
Aprenentatge autonom: 4h
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Arbres de decisi6 i boscos aleatoris

Descripcio:

* indexs d'impuresa (gini i entropia)

* Concepte d'arbre de decisio i parametres
* Implementacié amb scikit-learn

* Boscos aleatorios

Objectius especifics:
* Saber implementar arbres de decisid i boscos aleatoris amb scikit-learn

Activitats vinculades:
* Exercicis d'obtencio i interpretacié d'arbres de decisié i boscos aleatoris

Dedicacié: 12h

Grup gran/Teoria: 2h
Grup petit/Laboratori: 2h
Aprenentatge autonom: 8h

Perceptro i Adaline

Descripcio:

* Historia dels sistemes d'aprenentatge connexionistes (Model de McCulloch-Pits, Aprenentatge de Hebb)
* El perceptrd

* Implementacié amb sklearn

* Adaline

* Bath Gradient Descent

* Stochastic Gradient Descent

* Implementacié amb sklearn

Objectius especifics:

* Coneixer la historia del perceptron i els primers models neuronals
* Entendre les diferents versions del descens del gradient

* Saber implementar un perceptrd i un adaline amb sklearn

Activitats vinculades:
* Exercicis de perceptrons i adalines amb sklearn

Dedicacié: 8h

Grup gran/Teoria: 2h
Grup petit/Laboratori: 2h
Aprenentatge autonom: 4h
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Maquines de Suport Vectorial

Descripcio:
* Classificaciéo de maxim marge

* Formulacié com un problema de programacié quadratica

* Resoluci6 amb MATLAB

* Resoluciéo amb Python

* Formulacié Lagrangiana. Problema dual
* Implementacié amb sklearn

* Kernel trick

* kernels lineal, polindmico y gaussiano
* Término de regularizacion

Objectius especifics:

* Conocer y saber aplicar modelos SVM de clasificacion.

Activitats vinculades:
Exercicis d'aplicacié de models SVM amb sklearn

Dedicacié: 12h

Grup gran/Teoria: 2h
Grup petit/Laboratori: 2h
Aprenentatge autonom: 8h

Xarxes Neuronals Artificials

Descripcio:

* El perceptré multicapa

* L'algorisme Backpropagation
* Funciones de activacion

* Implementacié amb sklearn

Objectius especifics:

Entendre el funcionament de les xarxes neuronals i saber implementar xarxes simples amb sklearn.

Activitats vinculades:
exercicis sobre xarxes neuronals amb sklearn

Dedicacié: 12h

Grup gran/Teoria: 2h
Grup petit/Laboratori: 2h
Aprenentatge autonom: 8h

SISTEMA DE QUALIFICACIO

El curs s'avaluara mitjancant els seglients elements d'avaluacié:

P:Examen parcial (a mig quadrimestre)

F:Examen final (al final de curs)

Pra: Examen de practiques (al final de curs)

Pro: Informe i presentacio del/s projecte/s assignat/s

La qualificacid final es calculara mitjangant la seglient expressié: max(F, 0.5-(P+F))*0.5+Pra*0.3+Pro*0.2
Si la qualificacié final no arriba al valor 5, s'haura de recuperar en un examen de reavaluacioé que tindra part teorica i part practica
amb ordinador (R). Pels alumnes que facin I'examen de reavaluacid, la nota final sera: min(7, R*0.8+Pro*0.2)
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NORMES PER A LA REALITZACIO DE LES PROVES.

En les proves escrites (P, F i R) es podran fer servir apunts en paper (NO en format digital) sense restriccio.

En la prova practica (Pra i R) (amb ordinador) es podra fer servir apunts en paper o en suport digital. Fins i tot es podra consultar el
material penjat en ATENEA, i les pagines d'ajuda de Python i les seves llibreries. No es podra fer servir cap aplicacié de consultes
(tipus ChatGPT, Copilot, Gemini, DeepSeek o similars) ni programes de comunicacié (correu electronic, whatsapp, chat,...).

En I'avaluacié del projecte es tindra en compte l'informe escrit i la presentacié oral del mateix.
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