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CAPACIDADES PREVIAS

Calculo diferencial de varias variables basico, optimizacidén de funciones de varias variables, calculo vectorial y matricial.
Estadistica basica y probabilidad.
Programacion basica (lenguaje Python)

REQUISITOS

No hay requisitos especificos, pero se supone conocimientos suficientes en los campos descritos en las capacidades previas.

METODOLOGIAS DOCENTES

Se alternaran clases explicativas en las que se presentaran los distintos conceptos con clases practicas en los que se practicaran
dichos conceptos con ayuda de distintas librerias de Python. Durante el curso se propondrdn también algunos proyectos que permitan
poner en practica los conocimientos adquiridos.

OBJETIVOS DE APRENDIZAJE DE LA ASIGNATURA

* Conocer qué es la Inteligencia Artificial, sus fundamentos como disciplina cientifico-técnica y su historia.

* Adquirir las habilidades asociadas a la Ciencia de Datos (programacion, cambio entre formatos, limpieza y depuracion, analisis
estadistico, visualizacidn, obtencion de informacién mediante consultas,...).

* Conocer las bases de la Inteligencia Artificial clasica (Busqueda, busqueda informada, heuristica, bisqueda con adversario)

* Conocer los modelos de Aprendizaje Automatico supervisado y no supervisado (arboles de decisién, vecinos mas cercanos,
regresion logistica, regresion, modelos bayesianos, SVM y redes neuronales, clustering,...)

* Aprender las tareas béasicas asociadas al Aprendizaje Automatico (separar conjuntos de entrenamiento, validacion y test, seleccionar
las variables adecuadas, aplicar técnicas de validacion, entender las métricas mas relevantes,...)

* Ser capaz de realizar todas las fases de un proyecto de Inteligencia Artificial: captura de los datos, seleccidn, aplicacion y valoracion
del modelo.
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HORAS TOTALES DE DEDICACION DEL ESTUDIANTADO

Tipo Horas Porcentaje
Horas grupo grande 30,0 24.00
Horas grupo pequefio 15,0 12.00
Horas aprendizaje auténomo 80,0 64.00

Dedicacion total: 125 h

CONTENIDOS

Generalidades sobre Python

Descripcion:

* Elementos del lenguaje (comentarios, asignacion de variables, funciones propias, tipos basicos, listas, tuplas, conjuntos,

diccionarios, mutabilidad,...)

* Estructuras de control (if, while, for,...)
* Definicion de funciones.

* Librerias, ficheros, clases.

* Notebooks de Jupiter y Colab.

Objetivos especificos:

El alumno tendra que conocer los elementos basicos del lenguaje Python para poder manipular datos y aplicar con soltura las

librerias de aprendizaje automatico durante todo el curso.

Actividades vinculadas:

Ejercicios basicos de programacién y manipulacion de datos.

Dedicacion: 9h
Grupo pequefio/Laboratorio: 1h
Aprendizaje autonomo: 8h

Librerias estandar: Numpy, Pandas, Matplotlib.pyplot

Descripcion:

* Arrays de Numpy.

* Algebra lineal con Numpy.

* Estructuras de datos con Pandas (Series y Dataframes)
* Graficos con matplotlib.pyplot

Objetivos especificos:
Conocer las librerias estandar de Ciencia de datos.

Actividades vinculadas:

Ejercicios con calculo con arrays y databases. Ejercicios de visualizacion de datos y calculo de métricas.

Dedicacion: 9h
Grupo pequefio/Laboratorio: 1h
Aprendizaje auténomo: 8h
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Inteligencia Artificial Clasica

Descripcion:

* Busqueda no informada y busqueda informada.
* Heuristica. Algoritmo A*.

* Simulated Annealing.

* Busqueda entre adversarios.

* Algoritmos Genéticos.

Objetivos especificos:

* Conocer los conceptos basicos de la Inteligencia Artificial clasica.

* Plantear problemas de decisidon y optimizacion como un problema de blisqueda en un espacio de estados y tener herramientas
para resolverlos.

Actividades vinculadas:
Ejercicios sobre el tema (tedricos y practicos)

Dedicacioén: 10h
Grupo grande/Teoria: 2h
Aprendizaje autonomo: 8h

Clasificacion. Modelo KNN

Descripcion:

* Problemas de aprendizaje automatico (Supervisado, no supervisado, por refuerzo)

* Clasificacion: Entrenamiento, validacion y test.

* Métricas de evaluacién (matriz de confusion, exactitud, precision, sensibilidad, especificidad, F1 score, coeficiente kappa, curva
ROC)

* La libreria scikit-learn

* Ejemplo: KNN (K-vecinos mas cercanos)

Objetivos especificos:

* Conocer, saber aplicar y comprender el significado de las métricas de clasificacion.

* Aprender a aplicar un algoritmo KNN con la libreria scikit-learn. Entender el significado del parametro K.
* Entender el efecto del balanceo y desbalanceo de los datos. Conocer técnicas de aumento de datos.

Actividades vinculadas:
Ejercicios de aplicacién de modelos de clasificacion con KNN con datos reales. Calculo e interpretacion de métricas.

Dedicacion: 12h

Grupo grande/Teoria: 2h
Grupo pequefio/Laboratorio: 2h
Aprendizaje auténomo: 8h
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Regresion lineal y no lineal

Descripcion:

* Modelo de regresion lineal (ecuaciones normales)

* Métricas de regresion

* Implementacién con numpy i amb scikit-learn

* Descenso del gradiente

* Efecto de la normalizacion

* Implementacion con Scikit-learn

* Regresion polinomial

* Concepto de sobreajuste. Regresion con regularizacién

Objetivos especificos:

* Distingir entre problemes de classificacid i regressié

* Entendre, saber calcular i interpretar métriques de regressio

* Entendre la idea del descens del gradient, base d'altres algorismes d'aprenentatge automatic
* Saber aplicar models de regressié lineals i no lineals amb numpy i scikit-learn

Actividades vinculadas:
Ejercicios de regresion con numpy y scikit-learn

Dedicacion: 8h

Grupo grande/Teoria: 2h
Grupo pequefio/Laboratorio: 2h
Aprendizaje autébnomo: 4h

Regresion Logistica

Descripcion:

* Problema de clasificacion binaria planteado como una regresion
* La funcion logistica o sigmoidal

* La funcion de coste en regresion logistica

* Algoritmo de descenso del gradiente en regresion logistica

* Métodos de optimizacion numérica avanzados

* Regresion logistica regularizada

* Clasificacion multiclase (one vs all y one vs one)

Objetivos especificos:
* Aprender a aplicar modelos de regresion logistica con scikit-learn.

* Aprender a transformar un modelo de clasificacion binaria en modelos de clasificacion multiclase.

Actividades vinculadas:
Ejercicios de regresion logistica biclase y multiclase

Dedicacion: 8h

Grupo grande/Teoria: 2h
Grupo pequeio/Laboratorio: 2h
Aprendizaje autonomo: 4h
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Arboles de decisién y bosques aleatorios

Descripcion:

* indices de impureza (gine y entropia)

* Concepto de arbol de decision y parametros
* Implementacion con scikit-learn

* Bosques aleatorios

Objetivos especificos:

* Saber implementar arboles de decision y bosques aleatorios con scikit-learn

Actividades vinculadas:

* Ejercicios de obtencidn e interpretacion de arboles de decision y bosques aleatorios

Dedicacion: 12h

Grupo grande/Teoria: 2h
Grupo pequefio/Laboratorio: 2h
Aprendizaje auténomo: 8h

Perceptron y Adaline

Descripcion:

* El perceptrén

* Implementacion con sklearn
* Adaline

* Bath Gradient Descent

* Stochastic Gradient Descent
* Implementacion con sklearn

Objetivos especificos:

* Conocer la historia del perceptron y los primeros modelos neuronales
* Entender las diferentes versiones del descenso del gradiente

* Saber implementar un perceptrén y un adaline con sklearn

Actividades vinculadas:
* Ejercicios de perceptrones y adalinas con sklearn

Dedicacion: 8h

Grupo grande/Teoria: 2h
Grupo pequefo/Laboratorio: 2h
Aprendizaje autonomo: 4h
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Maquinas de Soporte Vectorial

Descripcion:

* Clasificacion de maximo margen
* Formulacion como un problema de programacion cuadratica

* Resolucién con MATLAB
* Resolucién con Python

* Formulacion Lagrangiana. Problema dual

* Implementacion con sklearn
* Kernel trick

* kernels lineal, polindmico y gaussiano

* Término de regularizacion

Objetivos especificos:

* Conocer y saber aplicar modelos SVM de clasificacion.

Actividades vinculadas:

Ejercicios de aplicacién de modelos SVM con sklearn

Dedicacion: 12h

Grupo grande/Teoria: 2h
Grupo pequefio/Laboratorio: 2h
Aprendizaje auténomo: 8h

Redes Neuronales Artificiales

Descripcion:

* El perceptron multicapa

* El algoritmo Backpropagation
* Funciones de activacion

* Implementacion con sklearn

Objetivos especificos:

Entender el funcionamiento de las redes neuronales y saber implementar redes simples con sklearn.

Actividades vinculadas:

ejercicios sobre redes neuronales con sklearn

Dedicacion: 12h

Grupo grande/Teoria: 2h
Grupo pequefio/Laboratorio: 2h
Aprendizaje auténomo: 8h

SISTEMA DE CALIFICACION

El curs se evaluara mediante los siguientes elementos de evaluacion:
P:Examen parcial (a medio cuatrimestre)

F:Examen final (al final de curso)

Pra: Examen de practicas (al final de curso)
Pro: Informe y presentacion del/de los projecto/s asignado/s

La calificacidn final es calculara mediante la siguiente expresion: max(F, 0.5:(P+F))*0.5+Pra*0.3+Pro*0.2
Si la calificacién final no llega al valor 5, se tendréd que recuperar en un examen de reevaluacion que tendrd parte tedrica y parte
practica con ordenador (R). Para los alumnos que realicen este examen de reavaluacion, la nota final sera: min(7, R*0.8+Pro*0.2)
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NORMAS PARA LA REALIZACION DE LAS PRUEBAS.

En las pruebas escritas (P, F y R) se podran utilizar apuntes en papel (NO en formato digital) sin restriccion.

En la prueba practica (Pra y R) (con ordenador) se podra utilizar apuntes en papel o en soporte digital. Incluso podra consultarse el
material colgado en ATENEA, y las paginas de ayuda de Python y sus librerias. No se podra utilizar ninguna aplicaciéon de consultas
(tipo ChatGPT, Copilot, Gemini, DeepSeek o similares) ni programas de comunicacion (correo electréonico, whatsapp, chat,...).

En la evaluacion del proyecto se tendra en cuenta el informe escrito y la presentacién oral del mismo.
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