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Prior skills

Students should be familiar with basic concepts in linear algebra: vector, matrix, rank, matrix inverse and solving systems of linear equations.

Degree competences to which the subject contributes

Specific:
CEE2.1. Capability to understand models, problems and algorithms related to distributed systems, and to design and evaluate algorithms and systems that process the distribution problems and provide distributed services.
CEE3.2. Capability to use a wide and varied spectrum of algorithmic resources to solve high difficulty algorithmic problems.

General:
CG1. Capability to apply the scientific method to study and analyse of phenomena and systems in any area of Computer Science, and in the conception, design and implementation of innovative and original solutions.
CG3. Capacity for mathematical modeling, calculation and experimental designing in technology and companies engineering centers, particularly in research and innovation in all areas of Computer Science.

Transversal:
CTR3. TEAMWORK: Capacity of being able to work as a team member, either as a regular member or performing directive activities, in order to help the development of projects in a pragmatic manner and with sense of responsibility; capability to take into account the available resources.
CTR6. REASONING: Capacity for critical, logical and mathematical reasoning. Capability to solve problems in their area of study. Capacity for abstraction: the capability to create and use models that reflect real situations. Capability to design and implement simple experiments, and analyze and interpret their results. Capacity for analysis, synthesis and evaluation.

Teaching methodology

Since the goal of the course is to provide the students with the necessary expertise to use different formalisms and tools to solve concrete problems, the teaching methodology will take that into account. Theory classes will always use motivating examples coming from computer science applications, with special emphasis given to practical issues. In these sessions, students will solve simple exercises that will be key ingredients of more complicated algorithms.

In the laboratory sessions the students will become familiar with the systems that will then be used in their course project. In the development of the project the students will be supervised by the instructors.

Learning objectives of the subject

1. Modelling in various mathematical formalisms the problems arising in different computer science disciplines
2. Becoming familiar with state-of-the-art tools used to solve various mathematical models
3. Understanding the basics of the algorithms used for solving various mathematical models
## Study load

<table>
<thead>
<tr>
<th></th>
<th>Total learning time: 150h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory classes:</td>
<td>39h</td>
</tr>
<tr>
<td>Practical classes:</td>
<td>0h</td>
</tr>
<tr>
<td>Laboratory classes:</td>
<td>13h</td>
</tr>
<tr>
<td>Guided activities:</td>
<td>2h</td>
</tr>
<tr>
<td>Self study:</td>
<td>96h</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Total learning time:</strong> 150h</td>
</tr>
<tr>
<td></td>
<td><strong>Theory classes:</strong> 39h</td>
</tr>
<tr>
<td></td>
<td><strong>Practical classes:</strong> 0h</td>
</tr>
<tr>
<td></td>
<td><strong>Laboratory classes:</strong> 13h</td>
</tr>
<tr>
<td></td>
<td><strong>Guided activities:</strong> 2h</td>
</tr>
<tr>
<td></td>
<td><strong>Self study:</strong> 96h</td>
</tr>
<tr>
<td></td>
<td><strong>Study load:</strong> 64.00%</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Study load:</strong> 26.00%</td>
</tr>
<tr>
<td></td>
<td><strong>Study load:</strong> 0.00%</td>
</tr>
<tr>
<td></td>
<td><strong>Study load:</strong> 8.67%</td>
</tr>
<tr>
<td></td>
<td><strong>Study load:</strong> 1.33%</td>
</tr>
</tbody>
</table>
# Content

## Eigenvalues and eigenvectors

**Degree competences to which the content contributes:**

**Description:**
Basics on linear algebra. Eigenvalues, eigenvectors and their interpretation. Applications to computer science (clustering, graph layout, principal component analysis, page rank,...)

## (Integer) Linear Programming

**Degree competences to which the content contributes:**

**Description:**

## Nonlinear Programming

**Degree competences to which the content contributes:**

**Description:**

## Problems and Algorithms on Graphs

**Degree competences to which the content contributes:**

**Description:**

## Metaheuristics

**Degree competences to which the content contributes:**

**Description:**
Constructive procedures. Local search. Meta-heuristics: GRASP, Simulated Annealing, Tabu Search, Genetic algorithms, Ant colony, Path Relinking, etc.
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Qualification system

The final grade of the course will take into account:

A) Practical work: the students, in small groups, will develop a course project. A variety of projects will be suggested by the instructors so that all specializations are represented. The project will amount to solve a concrete problem by using both (non)linear programming techniques and metaheuristics. Grading will be as follows:

* (Non)Linear programming techniques (20%).
* Metaheuristics (20%).

B) Exams:

* A final exam (60%)
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